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MOTIVATION & CHALLENGE

• Challenge: Deploying ML models in real-time high-rate cyber-
physical systems.

• Requires sub-millisecond inference times.

• Operates under stringent resource constraints on FPGAs.

• Deployment Process:
• Optimize neural network configurations.

• Tune hardware parameters for: 
• Resource efficiency to fit FPGA limitations.

• Ultra-low latency performance.
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REAL-TIME HIGH-RATE DATASET - DROPBEAR
Input Signal

Output Signal
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RELATED WORK ON DROPBEAR

• Accelerating LSTM-based High-Rate Dynamic System Models
o publication: 33rd International Conference on Field Programmable Logic and 

Applications (FPL 2023)

o authors: Ehsan Kabir, Daniel Coble, Joud N. Satme, Austin R.J. Downey, Jason D. 
Bakos, David Andrews, Miaoqing Huang

• Progress Towards Data-Driven High-Rate Structural State Estimation 
on Edge Computing Devices
o publication: In Volume 10 34th Conference on Mechanical Vibration and Sound (VIB). 

American Society of Mechanical Engineers, aug 2022. doi 10.1115/detc2022-90118.

o authors: Joud Satme, Daniel Coble, Braden Priddy, Austin R.J. Downey, Jason D. 
Bakos, Gurcan Comert
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RELATED WORK ON DROPBEAR (CONTD.)

• Rigid structure with single or multiple LSTM cells/layers 
and one output dense layer

• None deployed to FPGAs yet

• Networks had to be small to run in software on the low-
power CPUs

o Still performance wasn’t good, with max sample rate at 400 
Hz

• Same dataset for training and testing

o Results may not be generalizable
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NEW DATASET - DATASET 8

• Sample rate: 
5 KHz

• 3 Categories 
with 150 
different 
experimental 
runs

Github Repo:

https://github.com/High-Rate-
SHM-Working-Group/Dataset-8-
DROPBEAR-Acceleration-vs-
Roller-Displacement

random index sets slow positional index sets standard index sets
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OUR APPROACH

• Random selection of 15 datasets from each of 
three categories

o Training: 12

o Testing 3

o Shuffle the data

o Split training data into a 70-30% ratio for 
training and validation

• Optuna framework
o Hyperparamet optimization

o Multi-objective Bayesian optimization
o Objective function

§ RMSE and Workload (# multiplies)

o Determine Pareto optimal set

Range of networks
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PARETO OPTIMAL NETWORKS
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HLS4ML BACKGROUND
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REUSE FACTOR

Latency strategy II=1 

(ReuseFactor=1)
• Latency Strategy

• Resource Strategy
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LATENCY STRATEGY : REUSE FACTOR

Block factor = 
⌈n_in * n_out⌉
Reuse Factor

Unroll Factor
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DATA GENERATION
Dataset:11000

synthesized 

networks 
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LUT COST AND LATENCY WHEN SCALING SIZE OF 
HARDWARE
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PERFORMANCE AND COST MODEL RESULTS FOR 
VARIOUS LAYERS
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PREDICTION METRICS ON TEST DATA

The R² score, also called the coefficient of 
determination, measures how well a regression 
model explains the variability of the dependent 
variable (target).

• Formula:

• SSR: The sum of squared differences between 
predicted and actual values.

• TSS: The sum of squared differences between 
actual values and their mean.

• Key Points:
• A higher R² indicates better predictive 

performance.
• R² is useful for comparing models, but it doesn't 

guarantee a good fit—always combine it with 
residual analysis.
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OBJECTIVE AND CONSTRAINT FUNCTION FOR N-
TORC
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TRAINING AND DEPLOYMENT RESULTS FOR 
PARETO OPTIMAL NETWORKS 

• Network sizes range from 

12K total multiplies to 75K 

which is tiny compared to 

potential range

• This indicates large 

potential for improving 

accuracy in this range but 

no benefit beyond a 75K 

model.
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N-TORC COMPARISON WITH DIFFERENT DSE
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TOOL FLOW OVERVIEW

• First Stage : Bayesian 
Optimiztion "Optuna"

• Second Stage:
Integer Linear Program 
Solver "Gurobi".
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CONCLUSION AND FUTURE WORK

• It supports different data precision on 

each layer .

• Currently we support 16 bits on each 

layer 

• We are working on incorporating 

varying precisions into our performance 

and cost models.
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THANKS!
Q&A


